
 
Linearindependence

consider the vectors f 9 l in IR

The sperm of these vectors is 1122 but notice 2 things

1 Span b Y 1122 as well

2 The vector ab can be written in many
different ways as a linear combination of

These 3 vectors

ab sa f t b f Ca b f t bC

I f that b i Ca 1 etc

Choosing a lineally independent set of vectors ensures that
neither of these things can occur

Def A set of vectors Ii Io In is linearly
in nt if it satisfies the following

If t I tax t t taxa O then ti to th O
Otherwise it is limpet

theorem If I I is linearly independent then

every vector in span I Ir has a unique representation



as a linear combination of the xi

why If I a I t tamp and
J b I t tbpxp then

a I t tamp b I t tbhTp

a b I t t ak b xp O

Thus since they are linearly independent

ai bi O ai bi for each i so there is only
one way to write T as a linear combination of

I In

Ex Is fo L lg linearly independent

Assume a f t b f t c E 8

We want to see if a b c must be 0 This becomes
a system of equations

kill p Lp
So a b c o is the only solution So they are linearly
independent



Ex Ave t f linearly indep

If a l t b f to 9 8 then we have

I 9 8 Since this is homogeneous in

3 variables and there are just 2 equations there
mest be infinitely many and thus nontrivial
solutions Thus they are het linearly independent

We summarize this strategy as follows

lineariest
To check if I Ta In is linearly independent

1 Set up a homog system of equations

tix text than 8 i e

G I info
2 If there is a nontrivial solution i.e any parameter they

are hot 1in indep otherwise they are

Ex The standard basis is linearly indep
E E Into Ito which has only the



trivial solution

EI Is

f f ff linearly independent

a f b f t off 3

co L L t.i.it 14 L L

Only 2 leading ones so there are inf

many solutions so it's not indep

Ex Can the set 8 I In be linearly independent

No I 8 tox t toxic 0

inefficient

No set containing 8 is ever linearly independent

EI If I I is linearly independent is 5 5,55

If a Tty t b 5 5 0 then

at b I a b 5 0 so



a b O a b O a O b go

Tty I I is also tin independent

Ex If T.tv is linearly dependent and both Tard
are nonzero then

SJ tw D for some 5 t to

SJ two so J and I must be parallel

Conversely if we assume J and W are parallel vectors
then J tew some k 0 so

T Kin J se J I is linearly dependent

Thus tow is tin dependent it and only if J and
I are parallel

What about 3 vectors

Ex If I J in is dependent in 1123 then

act t b I t cTv O Where a b or C is nonzero

Assume a f 0

Then air bi Civ I bz T Eain so



it is in span T which is a plane or a

line

Thus all 3 vectors must lie in the same plane

The converse holds as well So IT ht is tin dependent
it and only if I J Tn all lie in the same plane
i e if span T J in is a plane or a line

Matricestlineavindependence

A an Mxn matrix with columns I Tn

If I
a

then

A I E En T X E t x I t Xuin

If we set A5 0 there are nontrivial solutions 6

E Eu are linearly dependent

If instead we set AI b then there is a solution

if and only if b X E t 1 anCT for some Xi Xu

i e B is in span E In

We can summarize these in the following theorem



theorem If A I In is an mxn matrix then

1 I Ei is linearly independent if and only
if A 5 8 has no nontrivial solutions

2 1Rm span I In if and only if A I I has
a solution for every b in IR

For square matrices we can relate these conditions
to invertibility

Thou If A is an hxn matrix the following are

equivalent

1 A is invertible

2 The columns of A are linearly independent

3 The columns of A span IRh

4 The vows of A are linearly independent

5 The rows of A span 112

Now we have a simpler way to check linear indep
if we have n vectors in IR

Ex Are f linearly indep



set A f
detA I till

if I 12 t 1 o 6

l l t I f 6 I 6 7

so A is invertible so they are linearly independent
and they span 1123

Dimension

VeryimportanttheoremI If U is a subspace of IR

and U is spanned by hr vectors then if U

contains k linearly independent vectors then
KE m

A manaximum collection of linearly indrp vectors
in a subspace is called a basis More precisely

Def If U is a subspace of IRh a set of vectors

I Io Im in U is a basis if

1 I Iz Fm is linearly independent and

2 U span Ii Ia Fm



It turns out that any two bases for a subspace

will have the same of vectors

i e if I gw is another basis for U then

span J yn U and I Im is a set of

linearly independent vectors in U so MEK

By the same argument KE m Thus m k

This number is called the dimension of U

Def If U is a subspace of IR and I Im
is a basis of U then the din of w is m

denoted dim U m

Ex If E En is the standard basis in IR then

span E IR and it's linearly independent
so E En is indeed a basis and dim IR n

Ex We saw above that any invertible hxn matrix

has 1in indep rows and cols that span 172 Thus The

vows or cols of any invertible matrix forms a

basis for IR

Ite A key takeaway here is that there is more than

one possible basis for each subspace but the



dimension will always be the same

i let U t s t in IR

Is this a subspace of 1123

Notice that Stt s f t t j
so since s and t can be any real s

I I
U span f E so it is a subspace since the

span of any set of vectors is a subspace

What is dimU we know dim U E 2 Why By the

very important theorem Any basis will be tin indep
so the number of basis elts can be at most the of

spanningvectors

I I spans U so we need to check if it is tin indep

Since neither I nor J is a scalar multiple of the
other they are linearly independent Thus fist is

a basis so dim 4 2

Ed dim 03 0 There is no linearly independent
collection of vectors in 03



theorem let U 03 be a subspace of IR Then

1 U has a basis and dim UE h

2 Any linearly independent set in U can be

enlarged to a basis of U by adding vectors
from a fixed basis of U

3 Any spanning set for U can be cut down to

a basis of U by deleting vectors

Ex If I J I I is linearly independent
in IR Thus we should be able to add a vector from

the standard basis to I t to make it a basis

Does e work i e is I J E linearly independent
and span IR If

A then det A l so

A is invertible so I vie is a basis

In general if dimU m and we have in vectors which

either span U E are 1in independent then they
form a basis That is



theorem If U is a subspace of 112 where dimU M

let B I Fm in vectors in U Then

B is linearlyindependent if and only if spanB U

Ex t ft C spans
1122

and any fair forms a basis since each pain
is tin indep so e g L ft is a basis for IR

If one subspace is inside of another how do their
dimensions compare

Theorem If U and U are subspaces of IR and

U EV ie U is contained in V then

1 dim U Edin V

2 If dim U climb then U V

Ex If U is a subspace of 1123 then

dimU 3 4 1123

dim4 2 U is a plane through the origin
dimU I U is a line through the origin



Ex sa let U span tf Bg

y
What is dim U We know that dimU E3 and some
subset of these3 vectors form a basis so we first
check if they are tin independent

a J t b f t cftg 8

c l h l L
fog too there's a parameter so

they are net 1in independent

However µ I Is tin independent

so it forms a basis for U so dim 4 2

P g 5.2 1 2bd 3bed 4cdf Gadf


